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analysis of insurance decision making has traditionally been based

on the expected utility model. Bovever, vhereas this model ignores the

precision vith vhich probabilities can be estimated, there is considerable

evidence that "uncertainty about uncertaiuties" does affect choice behavior.

This paper examines the effects of such ambiguity on insurance decision
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malting by both firm and consumers * After providing examles of the

possible effects of ambiguity on the market for Insurance, Insurance
decision makling Is analysed theoretically with the aid of the "ambiguity"
model developed by Zinhorn and Uoparth (198).). The Lieictions of this
model-are then tested in a series of four experimtents using economically
sophisticated subjects. The experimental results accord closely with the
theoretical predictions, e g.: firms' minimum selling prices are nre
sensitive to ambiguity than consumers' maximum buying prices; for firms,
the most profitable market segment per dollar coverage occurs for small
Probability of loss events where consumers are ambiguous bat fixms awe
not; conditions exist where /tople seek rather than avoid ambiguity.
Specifically, for high probability events consumers' maxim buying prices
are lower under-conditions of ambiguity than when such probabilities rm
known with precision. The experimental results point striugly to the I"*d
for more vork on the topic using both market-basedeprietsa L-
cal field studies.
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1. Introduction

Insurance has been utilized by economists as a paradigmatic exle of

a pure contingent claim (Arrow, 1963). jn theory It is possible for-an

individual or firm to purchase protection against the con ee from a

given state of nature, paying a p!mtum based an the probability of the los

and the mount of Insurance coverage in force.

Expected utility theory is the standard model of choloe for determlning

the optimal amount of insurance to purchase. However, recent controlled

laboratory experiments and field survey data suggest that individuals do not

behave as though they maximize expected utility when determining whether or

not to buy Insurance (Arrow, 1982)., Prospect theory (Kahnsman & TverskY,

1979) has been proposed as an alternative model for describing decision making

under risk and explaining some of' the insurance anomalies observed in

practice.

Both expected utility theory and prospect theory iiiimO that utilities

and probabilities are combined Lndependently in determining choLces. further-

more, both theories are axiomatized assuming that probabil ILtes are known

precisely. In this paper, we a e that individuals' insurance decisions are

partially determined by the precision with which the-probabilities of loses

can be estimated. Hor specifically we consider how *ambigu l " regarding

probabilities determines the demand for insurano6 and the premium an

individual Is willing to pay for a stated amount of coverage. In similar

fashion, we investigate the Impact of ambiguity on the price an insurer

requires to provide protection against a specific loss, and thus how ambiguity

influences the performance of insurance markets.



The paper is organized as follows:' The next section develeps a simple

model for investigating equilibrium insurance premum based an consumers

maximizing expected utility and firm mszmiing expected profits. Some

anmlies in behavior are disoussed that appear to be partially related to

ambiguities concerning the probabilities or specific outcomes. Section 3

reviews evidence on how ambiguity affects both Judgments of probability and

choice. We further show how this evidence is consistent with a psychological

model or probabilistic Judgments made under conditions of ambiguity developed

by Efnhorn and Hogarth (1984). Section 4 derives the theoretical ImplLations

of the Iinhorn-Hogarth model for inurance decision aking and several

predictions are made concerning how consumers and firm react (in term or

prices) to differing degrees of ambiguity. The results of a series of four

experiments designed to test these ptedictLons are presented in Section S.

Finally, in SeoLion 6,we presnt conclusions and suggest areas for further

empirical research.

2. A simple model of Insurance

The following simplified model or consmer and firm bevio is use to

investigate the role that ambiguity my play on equllbriu values. Coninder

a homoeneous group of consumrs, each of whom faces a single leesw ( t)

is known precisely. The probability or experiencing this Loes, shsoeu, I*

uncertain. mgine, for example, that several experts disgree on 0e osel

of the particular state or nature occurring. For ease of expeitIn, ssma

that each consumer has a prior distribution an this probability Wh is

rectangular with upper and lower bounds given. by P( mx) and P(SLn)

respectively, and a man value or M(p) where

K(p) (1/p ) f f(p)dp
Pmin (1 )

and PLn )

"n (Pmx - Pan



Insurance firm are willing to offer coverage against the particular loss at

a price per dollar coverage (r) with the objective or maximizing expected

profits (s(m)). Thus if each consumer buys I units of coverage, expected

profits for each policy sold is given by:

C(R a [r-M(p)]x (2)

It should be clear that the price (r) charged should be the fme for those

firm that have a precise estimate of the probability or a loss given by

M(p) and others that are ambiguous about the probability but where the

average estimate is 1(p). The actual price caerged will be a function of

each consumer's utility function (which the firm is mmamd to know) and the

market structure in which the firm operates 1

Consumers with not assets of A will determine the value of I that maxi-

sizes expected utility, 2((I)J, where

PPmx
I(1J(I) a [0/pe) pI (fp dpJUf A-X + (1-r)IJ

+ [i - (l/pC) (p) dpJU(A-rI)

PmiL (3)

For our purposes, note that oonsumers ho maximize expected utility will not

be affected by the degree of amiguity on the probability of a loss if this

does not affect N(p).

There is nonetheless considerable empirLcal evidence suggesting that

uncertainty about the probability of losses my impat on both oonsumors'

purchase decisions and firm.' pricing decision. For example, even though the

price of flight insurance is considerably higher than life insurance, using

statistical data on the death rate per passenger trip, substantial demand for

this coverage exists. Many factors could contribute to this phenomenon (of.
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Eisner & Strot, 1961). However, since planes that crash attract disproper-

tionately more publicity than those that do not, it is easy to understand how

the chances of a crash loam large in the Imagitions- of the uninformed public

who lack statistical Information on acoident rates (of. Tversky & Ishneman,

1974; Combs & Slovic, 1979). More generally, assessing probabilities in

aabiguous circumstances necessarily depends on Imagination and is thus prone

to both the Influences of the availability of particular Information and the

vividness with which recent events have been depited (of. NLsbett & Ross,

1980).

A related phenomenon Is the lack of Interest in flood or earthquake

Insurance until after a disaster occurs (Kunreuther et al., 1978). ieople

tend to buy this coverage only after experiencing a disaster or learnig at

others who have suffered severe damage. Since oonsiderable ambiguity exists

concerning the chances of these low probability events, there is a tendency

for Individuals to focus on salient information such as actual losses In

making a decision. Prior to the disaster oIfungit PPar as it they

disregard the event by reasoning that "it can't happen to me" and thus do not

buy insurance. After it occurs, however, they charge their minds. One is

tempted to explain this behavior by a Beyes L an srpat whereby the prob-

ability of an earthquake Increases by being up~ d a n the zbasts ot new

Information. However, the Intriguing fact is that over 410 percent of the 1000

respondents in a field survey in Oarthquake prone areas or California felt

that once a severe earthquake occurs, it is le likely to occur in the near

future (Kunreuther et al., 1978).

When probabilities are ambiguous, insurance firms are reluctant to market

coverage. The oae of nulear power provides a graphic example. Neither risk

managers of nuclear utilities nor insurers know enough about the probability
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of a nuclear accident. They are thus concerned about a large mxzim possible

losw even though their estimate of N(p) associated with such. an event Is

extremely amal (U.S. Nuclear Regulatory Comnission, 1983). Indeed, the

Insurance Industry has only offered coverage against nuclear risk in conne-

tion with federal legislation, the Price Anderson Act. moreover, given the

ambiguity associated with the probability, of a catastrophic event, the

Industry feels that it will be extremely difficult to have companies Increase

coverage on a voluntary basis to meet the huge losses that could result fram

an accident (Alliance of American Insurers et al., 1979).

The Insurance Industry has shown similar attitudes toward providing

coverage against political risk. Until recently, few companies offered

protection against the potential losses facing Industrial firms Investing in

developing countries with potentially unstable political systems. The

principal argument voiced by Insurers was that It was difficult to estimate

the risk (lunreuther & Kleindorfer, 1983).

Even with respect to protection such as earthquake Insurance Where

considerable seismological data are available, firm still experience great

uncertainty concerning the probabilities of earthquakes. Here the rates set

by companies have been higher than, past loss experience would Justify. Over

the sixty-year period since this coverage has been offered in California, $269

million In total pOLums have been collected and only $9 million in losme

have been experienced. In terms of residential Insurance In California, the

premium to loss ratio over this time period has averaged 30 to 1 (Atkisson &

Petak, 1981)02 These figures imply that even In a relatively competitive

environment such as California (where there is limited regulation) there Is no

Interest on the part of firm in lowering their rates.
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The above examples of behavior by both individuals and firms suggest that

ambiguity or uncertainty concerning probabilities plays an important role in

insurance decisions. In addition, the past 30 years have seen a lively

discussion in psychology and economics about the relative importance of

ambiguity on choice which reinforces these findings. We now present the basic

Ingredients of this debate and propose a psychological model of how people

assess probabilities in ambiguous circumstances based on the work of Lnhorn

and Hogarth (1984).

3. Subjective probabilities, ambiguity, and choice

In 1961, Daniel Ellsberg challenged the notion that subjective prob-

abilities (in the sense of Savage, 1954) could necessarily be inferred from.

choices among gambles. Ellsberg argued that the ambiguity one experlenccs in

estimates of uncertainty is an important factor in decision making, even

though such nsecond-order" uncertainty should be irrelevant from a normative

viewpoint. Moreover, he stated,

Ambiguity is a subjective variable, but it should be possible to
identify 'objectively' some situations likely to present high
ambiguity, by noting situations where available information is
scanty or obviously unreliable or highly conflicting; or where
expressed expectations of different individuals differ widely; or
where expressed confidence in estimates tends to be low. Thus, as
compared with the effects of familiar production decisions or well-
known random processes (like coin-flipping or roulette), the results
of Research and Development, or the performance of a new President,
or the tactics of an unfamiliar opponent are all likely to appear
ambiguous (Ellsberg, 1961, pp 660-661).

Since the publication of Ellsberg's paper, several investigators have

provided experimental evidence indicating a conservative attitude of

"ambiguity avoidance" when people are confronted with prospects of gains (see,

e.g., Booker & Brownson, 1964; Gardenfors & Sahlin, 1982, 1983; Yates A

Zukowski, 1976). However, since insurance decision making Involves potential

losses, from our perspective it is more appropriate to investigate the effeets
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of ambiguity when people face losses. To do so, we first consider how people

react to an adaptation of a problem suggested by Ellsberg (as quoted by Becker

and Irowson 19614, pp. 63-611, footnote 4I).

Consider two urns with 1000 balls In each. In Urn I, each ball is

numbered from 1 to 1000 and the probability of drawing any number is .001.

In Urn II, there are an unknown number of balls bearing any single number.

Thus, there my be 1000 balls with the number 687, no balls with this number,

or anything In between. If there is a penalty of $100 for drawing number 687

from one of the urns, would you prefer to draw from Urn I, Urn II, or be

Indifferent? For many people, drawing from Urn I (where the probability is

known) is the most attractive option. For example, when 58 University of

Chicago NBA students answered this problem in a questionnaire administered In

a classrom, 415 chose Urn 1, 10 were Indifferent, and only 3 preferred Urn

11. From a theoretical viewpoint, note that attitudes toward risk, as

captured In a person's utility function, should play no role In answering this

problem since the alternatives all Involve the same monetary consequences.

The urns differ only concerning the precision of the relevant probabilities.

Einhorn and Hogarth (1984) have recently proposed, and experimentally

tested, a psychological model of how people assess probabilities In ambiguous

circumstances. This model is based on three principles: (1) In assessing an

ambiguous probability, people first anchor on an Initial estimate of that

probability and then adjust the estimate by the net effect of imagining

(i.e., simulating) other values that the probability could take. The Initial

estimate could be based on past personal experience or data, It might be

provided by another party (e.g., an expert), or possibly even generated by

considering some analogous situation; (2) the weight given to imagining

alternative values of the probability depends on the amount of ambiguity
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perceived in the situatLon--the greater the ambiguity, the greater the weight;

and (3) whether people give more, less, or equal weight to Imagined values

greater or smaller than the initial estimate depends on their attitude toward

ambiguity in the circumstances. We elaborate on this below.

Algebraically, the model can be written as

S(p) p e(1 - p -p) (4)

where 3(p) is the reported value of the ambiguous probability; p is the

initial estimate or anchor; 9 represents perceived ambiguity (0 s e S 1);

and a reflects the extent to which values Of p above and below the anchor

are differentially weighted in imagination, i.e., the person's attitude toward

ambiguity in the circumstances (8 z 0). In Appendix A, we show how the model

is derived algebraically as well as Indicating some of its Implications. Here

we emphasize two points. First, note that 0 affects the absolute size of

the adjustment factor. That is, when e a 0, S(p) = p.

Second, S(p) is regressive with respect to p. This can be illustrated

by considering the effects of different values of I in equation, (4).

Specifically, in Figure 1 the heavy line illustrates an "ambiguity function"

I ; U RPI ----- T
~i~t Fgur-!

with 0 1 and the dotted line a ae where a > 1. (e is shown to be the

same In both cases). It is important to note that each value of 0 defines a

unique "cross-over" point, p., where S(p) x p even when e 0 0. Thus i1

defines pc1  such that small probabilities are overweLighted and larger prob-

abilities underweighted. That is, when A ( 1, more attention is paid to

imaginary values of p that are smaller as opposed to larger than the initial

estimate. Thus, over most of the range of p, the net effect of' the adjust-I ment is negative such that S(p) ( p. However, when p is small (i.e., p <

I



Figure I

S~p) de

S(P)P+O( -P-P 2)W%--4#10

S(Pp)p I -P

0 PC, PC 2

p

Two ambiguity functions
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PC,), the number of Imaginary values of p smaller than the Initial estimate

is far fewer than those that are greater. Thus, even if smaller values are

weighted more heavily than the larger, the net effect ot the adjustment Ls

positive such that 3(p) > p for p ( po 1 . Conversely, when s > 1, as

*shown In the dotted curve of Figure 1, S(p) > p over most of the range of

p since more weight is given to vaues that are greater rather than smaller

than p. However, when p > p0, 3(p) ( p since there are far fewer greater

as opposed to smaller values of p that can be Imagined. Finally, If iS

1, the oross-over point (i.e., where 3(p) z p), is at .5.

To sunmarize, the Enhorn-Hogarth ambiguity model has two parameters,

0 and s. e represents perceived ambiguity and is affected by factors such

as meager evidence, unreliable witnesses, lack of causal knowledge of the

underlying process generating outcomes, and so on (of. the quote trom Ellsberg

reproduced above). s, on the other band, denotes attitude toward ambiguity

in the circumstances and reflects the extent to which a person pays more

attention in Imagination to possible values of p greater or smaller than the

initial estimate.

However, what determines I? lnhorn and Hogarth (1984) postulate a to

be a function of both Individual and situational factors. For the former, one

can think of a as representing a general "pesaLmLsm-optmism" measure.

ELnhorn and Hogarth (1984), for exmple, found significant correlations in

estimates of Individuals' O's across tour Inferential tasks. Second, and

more Importantly, ELnhorn and Hogarth (1984) argue that a is Inversely

related to the desirability of the outcome that is contingent on the ambiguous

probability of concern. The underlying rationale for this statement is that

ambiguity Induces an attitude of caution rather than riskiness. Thus, when

faced, for example, with the desirable possibility of a monetary gain, people
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give greater weight In Imagination to values of p below rather than above

the anchor (I.e., a < 1). Conversely, when dealing with the undesirable

possibility of a loss, this tendency would be reversed.

Finally, we note that when probabilities of events are very mall, they

could well be Ignored in that they fail to have an effect on imagination (see

SectLon 2). Thus, to the extent that the Imagined probabilities of events do

not surpass some threshold, ambiguity concerning those events will not be an

issue. However, note that whereas the Einhorn-Hogarth model does not capture

this threshold effect, It does emphasize the Importance of the LmagLnblLty

of events.

4. The abiuity model applied to insurance decision making

We now consider how the ambiguity model can Lll-Lnate Insurance decision

nking. As stated In Section 2, both insurance companies and oonsmers can

experience varying degrees of ambiguity concerning the probabilities relevant

to particular contracts. Insurance companies, for example, often have precise

knowledge of the probabilities concerning life Insurance and automobile

theft. On the other hand, there could be considerable vagueness concerning

the probablities relevant to the launching of a satellite trom an orbiting

space vehicle (of. Large, 19841).3 SLailarly, a businessman could be vague

about the probability of a serious personal accident in a factory, yet

estimate precisely the probability of producing defective products with

particular equipment.

To simplify the analysis, we consider that Insurance companies (firms)

and consumers either are, or are not ambiguous about a relevant probability.

Crossing these two levels of ambiguity by the two roles (I.e., oonsuimers and

firms) leads to the four cases Indicated In the table below:
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Consumers
Ambinous Non-ambinuous

Ambiguous a b
firms

Non-ambLguous o d

For the purpose of this analysis, we further assue that consumers and firm

in the ambiguous conditions experience the same level of ambiguity, I.e.,

%aonsumers * ef r* On the other hand, we would not expect consumers and

firms to have the same I coeffiolents. Specifially, we asum firm

> on the grounds that a person who assumes the risk of a LssU has

more incentive to pay attention to the possibility that the *true* probability

is greater than the initial estimte, than someone who has transferred the

risk. £xperinental evidence consistent with this transfer effect has been

documented by Hershey, tunreuther, and Schoemaker (1982) and Thaler (1980).

In an Insurance context, one would generally expect large values of

s since It Is the probabilities of potential lose that are of concern.

Adding this consideration to the asumptLon that OfLro > lonmrs

yields the approximate ambiguity curves of conmers and firm for the four

cells of the above matrix as Indicated in the four panels of Figure 2.

FLigure 2 asumes that both consumers and firma anchor on the sme initial

probability estimate prior to adjusting for mbiguity. Furthermore, assume

that for a given potential loss, the premium a oonsumer is prepared to pay Is

a monotonic (Increasing) function of the consumer's S(p); similarly, the

premium a firm is prepared to charge Is a monotonic (increasing) function of

the firm's S(p). These assumptions imply the following predictions (refer to
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Figure. 2):

(a) Conaumers and firms are both ambiguous: -the firm's price is above

the oonsumer's price across the whole range o p. This behavior would be

consistent with eplrLoal evidence on earthquake Lnsursoe and political risk

coverage.

(b) The firm is ambiguous, but the consumer Isn't: here the firm's

price is higher than the consumer's across most of the range of p. However,

note that, in relative terms, the difference between prices decreases as p

Increases. Indeed, for high p, the firm's price drops below the consumer's.

Health insurance Is the standard example Illustrating this case (Arrow, 1963)

which may explain why the prices of individual policies are so high relative

to standard group plans.

(a) The consumer is ambiguous, but the firm Isn't: here the consumer's

price exceeds the fim's for small probabilities but the differenoe decreases

and changes sign as p inoreases. Automobile Insurance would fall In this

category since most drivers are less kowledgeable about their chances of an

accident than are insurance companies who have detailed records (of. Svenson,

1981). Note specifically that for low probability events, this case has the

most profit potential per dollar coverage for firms in a market that Is not

perfectly competitive.

(d) Neither consumer nor firm is ambiguous: in this oae consumer and

firm will have approximately the sae prices across the whole range of p.

Insurance offered to airline companies against losses from a crash represents

a case where considerable data have been collected by both the airlines and

the Insurance Industry.

In the next section, we describe experimental evidence from laboratory

studies undertaken to test the above predictions.
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-- jeot. We have collected experlmental data 0n the above LMM from

some 500 individuals. Then Included NUA students at the University of'

Chicago and the waton, School, undergraduates in Decision Sciences at the

Wharton School, business executives attending a mamagement course at the

University of Chicago, and graduate and undergraduate students at the

University of Chicago who volunteered to take part In experiments an decIsItm

mking. Wth the exception of the latter group, each of whom wms paid *5 per

hour for participating In these and other experiments, data were allected in

a classroo, setting at the request of the instructor. kobjeot were told that

there were no "right" answers to the questions and questioo maLres were

completed In anonymous fashion. In several cases, the classes were later

given feedback an group responses which were discussed in light at subsequent

course work on decision making.

Since most of these subjects had been exposed to ourses In both

economics and statistics, they can be desoribed as relatively sophisticated In

term of knowledge relevant to the task. One can, of course, critioise such

experimental data on the grounds that respondents' answers had no direct

consequences (i.e., subjects were not rewarded for the appropriateness ef

their answers.) On the other hand, we believe that readers who entertain such

criticisms should predict what effects the lack of such consequeeIs would

have on results gre" to seeing the outcomes of our experiments (of. Grether &

Plott, 1979). One possible prediction Is carelessness in response. To guard

against this possibility, we sought to replicate our results in various ways.

Stimuli and desian. The questionnaires used in all our experiments

followed the sae general format. We used two scenarios. In one, henceforth

referred to as the "defectLve product" scenario, the owner of a small business
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with net assets Of $110,000 seeks to Insure against a $100,000 loss that could

result from olalms onoerniang a defective product. Subjects assigned the role

of consumers were told to Imagine they were the owner of the business.

Subjects assigned the role of firms were asked to imagine that they headed a

department In a large Lnsurance company and were authorized to set premiums

for the level of risk involved.

Ambiguity was mnpulated by factors Involving how well the manufacturing

process was understood, whether the reliabiltLes of the machines used in the

process were known, and the state of manufacturing records. In both ambiguous

and non-ambiguous cases a specific probability level was stated (e.g., .01).

However, a coument was also added as to whether one could "feel confident"

(non-ambiguous case) or "experience considerable uncertainty" (ambiguous case)

concerning the estimate. Uniformity of perceptions of ambiguity was con-

trolled by describing the situations by the same words in both the consmer

and firm versions.

The second scenario, henceforth known as the "Brown River" seenarLo, also

Involved a small businessman, a loss of $100,000 and a large insurance cor-

pany. In this case, the potential loss was contingent on the flooding of a

warehouse "located on the PenndLana floodplain." In the non-ambLguous version

subjects were told that the probability or a flood destroying the Inventory in

the warehouse could be confidently estimated by experts on the basis of

considerable hydrological data. In the ambiguous case, subjects were told

that limited data existed concerning the flooding of the Brown River. More-

over, hydrologists were "sufficiently uncertain about this event so that this

annual probability could range anywhere from zero to 1 in 50 (i.e., .02)

depending on climatic conditions." (Copies of the experimental stimuli may be

obtained by writing to the authors.)
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Our -experiments tested effects In both between- and withLn-subjects

designs and we also used two response modes. In the first mode, consumers

were asked to state maximum buying prices and firms Indicated mnimum selling

prices for Insurance. In the second mode, both consumers and firms were given

two levels of prices and asked whether they would trade at those prices. We

now present the results of our tour experiments.

Exceriment 1. We first consider data collected from 112 University of

Chicago NBA students. This study involved the defective product scenario with

a potential loss ot $100,000. Each subject was assigned the role ot a

consumer or a tirm and responded to both the ambiguous and non-ambiguous

versions of the scenario at one probability level. Four probability levels

were Investigated (p z .01, .35, .65, and .90). The design ot this experiment

therefore Involved 3 tactors, 2 at which were between subjects (i.e., role

of consumer or firm, and probability level) and 1 within subjects (I.e.,

ambiguous vs. non-ambLg uous searios).

Results of the experiment are first presented in Table I In terms of

median prices of firms and consumers for all experimental conditions. The

trends In that table are further Illustrated by Figure 3 which shows median

prices as a functLon of probability levels for firms and consumers in the

ambiguous conditLons.

It Is Instructive to compare Figure 3 with panel (a) in Figure 2. Note

that the median prices of firms (under ambiguity) exceed those of consumers at

all tour probability levels. Noreover, for p a .65 and p a .90, median

consumer prices are substantially below expected value. In the non-abLguous

case, however, the medLan prices of both firm and consumers are close to

expected value tor all probability levels and ae not explicitly shown in
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Figure 3
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Experiment 1-- Median selling prices
f or ambiguous consumers and firms

Note: Median prices for the non-ambiguous cise .we not swn
* since these all fell close to the diagonal.
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Figue. 3. Conamers can therefore be said to exhibit ambiguity preference in

their stated prices at the two higher probability levels.

Visual analysis is supported by statistical tests (Wilcoxon or Mann-

Whitney) of the differences between distributions that are detailed in

Table 1: (1) prices of firms exceed those of consumers when both are

ambiguous except when p a .01 (although the difference here is in the

predicted direction i.e., 2,500 vs. 1,500); (2) prices of firms in the

ambiguous condition exceed those in the non-ambiguous conditions for p x .01

and p z .35, and are not significantly different from non-ambiguous prices at

p a .65 and p a .90; (3) differences between prices of consumers in the

ambiguous and non-ambiguous conditions are positive at p s .01, and negative

at p 2 .65 and p s .90. There is, however, no difference at p a .35. In

short, the pattern of results exhibited in Table 1 and FLgure 3 corresponds

closely to the predictions of the ambiguity model.

Table 2 provides an analysis of what would have happened had individual

firms and consumers traded at their stated prices. We present three kinds of

statistics for the different types of situations represented by the four

panels of Figure 2. These are: (1) the proportion of trades that would have

taken place had firms and consumers been matched on a one-to-one basis. This

was done by separately rank-ordering firm and consumers by stated prices

(high to low). Next, matches were found for consumers on a one-to-one basis

starting first with the consumer prepared to pay the highest price and then

moving down the list. This process continued until the only consumers left

were those whose prices were all below those of the lowest price offered by

the remaining sellers; (2) the proportion of possible trades that would have

occurred had all consumers been able to buy at firms' median prices; and (3) a
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normalized measure of average "producer surplus" per trade In each condition

when consumers and firms were matched on a one-to-one basis. This figure was

calculated by taking the average surplus (i.e., consumer's price less firm's

price) per trade consummted in a given condition, and then dividing this

quantity by the expected value of the premium appropriate to that condition.

This normalization by expected value was used to facilitate comparisons

between different probability levels.

Table 2 indicates several systematic trends, both across probability

levels and within ambiguous/non-ambiguous conditions. Moreover, these trends

are consistent across all measures. First, more trades take place when

probabilities are small. The exception is column (b) where ambiguous firms

are paired with non-ambiguous consumers. Here more trades take place when the

probability is high. However, note that this is consistent with the ambiguity

model, since In this case firms' stated probabilities exceed those of con-

sumers except at high values--see Figure 2(b). Second, more trades generally

take place when firms are not ambiguous. This is also consistent with Figure

2--note, In particular, panels (W) and (d). Third, the normalized measure of

average producer surplus per trade is largest for p x .01 when consumers are

ambiguous, but firms are not. Moreover, note from Figure 2(c) that this

*situation corresponds to the largest positive difference that arises when the

firm's 8(p) is subtracted from that of the consumer. In fact, we suspect

that a large proportion of all real-world Insurance offered by firms takes

place precisely In this potentially most profitable segment. However, more

empirical data are needed to confirm this conjecture.

Experiment 2. The second experiment also Involved the defective product

scenario. This time both ambiguity and role were between subject factors.

That is, subjects were assigned at random to one of four conditions (2 ambigu-
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ity x 2 roles). However, both probabilities and the size of the loss were

treated as within-subject factors. Speclfically, each subject in a given

condition responded to 16 stimuli constructed from crossing I probability

levels (.01, .35, .65, .90) by 4 levels of loss ($1000, $10,000, $50,000,

$100,000).

In this experiment, subjects were graduate and undergraduate students

recruited at the University ot Chicago to participate In experiments on

decision making and remunerated at a rate of $5 per hour. Thus the questions

they answered were presented to them along with a series of questions from

other experiments. Subjects first received one of the 16 stimuli and

responded to it before turning a page in a booklet to discover that they would

have to respond to more stimuli (probability x size of loss combinations)

while imagining themselves to be in circumstances otherwise Identical to those

described in the first stimulus.

An earlier pilot study with this population of subjects revealed much

ignorance about Insurance as well as confusion concerning the experimental

task. At the end of this task, therefore, subjects were asked, on a separate

sheet of paper, whether they had ever purchased Insurance. Of the 85 subjects

who participated, 39 Indicated having purchased insurance. It was their

responses that are retained in the analysis. Whereas this criterion Involved

eliminating many possibly valid responses, it also provided an objective

criterion for eliminating a subset of responses that showed extreme variability.

Table 3 reports the median responses of the 39 subjects. In addition,

the expected values of the losses in each condition are shown in the right

hand column to facilitate comparisons.

Results of testing differences between the distributions of prices of
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both firms and consumers in the ambiguous and non-ambiguous cases are also

shown. Since sample sizes are small, individual significance levels are less

Important than the overall pattern of results for both firms and consumers.

This clearly replicates the results of experiment 1. The statistical tests

also show significant ambiguity effects for firms. In addition, there is one

important effect for consumers, namely when p a .01 for the potential $100,000

loss, the median price is twice as high in the ambiguous as opposed to the

non-ambiguous cae.

Experiment 3. In experiment 3 a series of tests were carried out with

different groups of subjects using both the defective product and Brown River

scenarios. The medians of firm and consumer prices for different values of

p are presented in Tables 4a and 4b. The experiment can be thought of an

involving three categories of tests: (1) A within-subjects test of ambiguous

vs. non-ambiguous stimuli for subjects assigned the roles of either firm or

consumers. Here each subject responded as either firm or consumer to .both the

ambiguous and non-ambiguous versions of the stimuli. These tests involved the

defective product scenario at various probability levels using different

populations of subjects; (2) Tests using between-subject comparisons of the

effects of the ambiguity variable. In this design subjects saw either only

the ambiguous or non-ambiguous versions of the stimuli for the defective

product scenario; (3) Tests of an analogous between-subject ambiguity

manipulation Involving the Brown River scenario. Results of the f Lrst two

categories of tests are presented In Table 4& and the third in Table 4b.

The pattern of results is consistent both with the predictions of the

ambiguity model and the results of experiments 1 and 2. Vilcoxon and Mann-

lhitney tests (as appropriate) of the differences between distributions

.11 1 M I
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Indicate that, at the lowest probability level (p a .01), the results are all

statistically significant with but one exception, the data for University of

Chicago students using the Drown River scenario (Table 4b). However, these

subjects comprised the most heterogeneous group tested and some of their

responses showed great variability Unfortunately we did not collect

supplementary data on this group (as in experiment 2) that would have per-

mitted us to eliminate subjects who did not fully understand the context of

the scenarios. A more surprising finding Is that tue large differences

between consumers' medians at the higher probability levels (p a .65 for

executives and p a .90 for Wharton undergraduates, Table 4a) did not result

from distributions judged by formal tests to be significantly different.

Note, however, that the medians do Indicate the ambiguity preference implied

by the model.

Izoeriment 4. In experiments 1-3, subjects were required to state maui.-

mun buying prices or mlnnlu selling prices atwhich they were willing to

trade. What would happen if conmmers and firm were asked If they would be

prepared to trade at a pro-specirled price?

The effects of this response mode were tested using both the defective

product and Brow River scenarios. For both scenarios, the loss was $100,000.

Three sets of stimali were generated by varying probabilities at the .01 and

.65 levels for the defective product scenario, and the .01 level for the

Brown River scenario. lacb subject was allocated at random to one of four

conditions created by crossing the 2 roles x 2 levels of ambiguity. This

resulted In a between-subjeots design for each of the 3 sets of stimuli

Involved. For the defective product scenario, however, subjects in the

abLgous condition at the .01 probability level were also allocated to the

non-aiguous condition at the .65 level, and subjects in the non-ambiguous
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condition at the lower probability level responded to the ambiguous stimulus

at the higher level.

Each subject was either a consumer or fir. for the entire experiment.

Those responding to the defective product scenario were all University of

Chicago MA's; subjects responding to the Brown River scenario included both

University of Chicago and Wharton MBA's as well as executives attending *a

University of Chicago management program. Since the reu to from the

different sub-groups responding to the Brown River scenario do not, differ

significantly, they have been aggregated for the purpose of this analysis.

3enarios were Identical to thoes used in the other studies :except that

subjects were required to respond by stating whether they would trade ("Yes"

or "Now) at a given price. Having answered this question, subjects turned a

page in their experimental booklets and were asked the same question with

respect to a different price. To sim alate trading conditions, the second

price for cona ro was lower than the first, whereas the reverse order was

used for firm (i.e., lower prices were stated first). Our previdus

experiments indicated that the defective produOt scenario induced more

ambiguity than the Brown River scenario. We attempted to allow for this

difference at the .01 probability. level by settLng the, prices for the former

at $1,500 and $3,000, and at $1,100 and $2,g500 for the latter (expected value

a $1,000). The prices for the .65 probability level for the defective product'

scenario were set at "5,000 and $67,500 (expected value a $65,000).

The results of experiment, 4 are presented in Table Si n the form of

percentages of subjects prepared to trade in the different conditions.

Consider first the results for consumers in both scenarios at the .01

probability level. For the defective product scenario, there is a marked
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effect for ambiguity at the $3,000 price level: 83% -or ambiguous consumers

would trade at that price as against 0% of non-ambiguous consumers (X2

* 6.42, p a .01). On the other hand, there is no ambiguity effect In the

Brown River scenario. That is -the percentages of oonsumers prepared to trade

at both price levels are not significantly different.

For firm, there are distinct ambiguity effects at the p * .01 level In

both scenarios. in the defective product scenario, far feer firms are

prepared to trade in the ambiguous as opposed to non-ambiguous condition. At

2$1,500 the figures are 16% vs. 675 (XI a 9.06, p ( .01), and at $3,000 one

observes 36% vs. 87% (x a 10.76, p a .001). In the Brown River scenario,

there Is no ambiguity effect at the higher price ($2,500: 89% vs. 90%) but at

$1,100 the 36% vs. 73% result is statistically signiicant (X2 x 14.09V

p ( .001).

Now consider the oonsmers at the .65 probability level In the defective

prodt scenario. Data from experiments 1-3 suggest that at this probability

level consumers' median prices are less than the expected value ($65,000) in

the ambiguous ondition, and at most $65,000 In the non-abiluous condition.

It is therefore no surprise that there Is little demand at $67,500 in either

condition (both at 9%). On the other hand, the greater demand for insurance

at $45,000 In the non-ambLguous condition, i.e., 78% vs. 90%, is consistent

with our earlier findings of ambiguity seeking at high probability levels.

The statistical significance of this result, however, is weaker than our other

conclusions (x2 3.49, .05 ( p ( .10).

For rLms, our previous results show little difference between the

ambiguous and non-ambiguous conditions at the .65 probability level and this

result holds up again. Specifically, there is no significant difference at

2$67,500 (xi s 1.72) although there is a tendency for ambiguity seeking at
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$45,00, i.e., 2%-,S. x, a-385 (x1  3.50, .05 p 10). Vinaily.

esting comparisoI ama be meds for ttrms aerew- rtbe .65 and .01 probability,

levels. S3p9eIfllly, in- the abmLUs condition.approximately the same

proportlfn of flni will tade at $3,000 uen p .01- as at $67,500 when p

.65 (I.e., 36% and 40%). However, whereas.the former price is 3 times

greater than the expected valtw..the oorrospondiM' ratio is only-1.04in the

latter, cae. It- dould be noted that the relative sifes of these ratios are

entirely consistent with the Implicatims -of the ambiguity curves drawn in .

Figure 2. Analogous remarks can also be made when, comparing coommers across

the two probability conditioms.

To smiarlize, the results of experiment 4 essentially replicate the

results of experiments 1-3 using a ditfferent form or response, mode (prepared-

ness to trade at specific prices vs. stating minimum selling/muLam buying

prices). The me exception concerns te lack of ;4 sbmiuty effect for

oonmars in the Brown River scenario with p * .01. A possible reanw is that

the .2,500 price uas too bigh relative to the ambiImus description used in

that scenario. Indeed, this speculation is supported by the fact that there

was also no ambiguity erfect for fims at this price. -On the other hand, that

firms should be more sensitive to ambiguity at the lower price ($1;100) is

consistent with the model as are the analogous data concerning the defective

product scenario.

6. Ciouin

The results of the above experiments suggest that ambiguity Influences

decisions by both firm and consumers with respect to insurance. In

particular, when information is ambiguous firms will want to charge premiums

for low probability events that are well in excess of expected value. This

behavior is consistent with casual evidence on real-world iLurance markets



and closely follows predictions from the Einhorn-Hogarth model of ambiguity.

These preliminary findings suggest a number of areas for future empirical

research. On the consumer side, in addition to further investigating the role

of ambiguity on price, it would -be of Interest to examine how ambiguity

affects the types of Insurance coverage that oonsumers are prepared to

purchase. For example, the demand for low deductibles In both automobile

(Fashigian st al., 1966) and health insurance (Fuchs, 1976) has been

particularly puzzling to economists since the premium to loss ratio for these ,

types of coverage is extremely high. However, if oonsmers estimate- the

probability of an accident as low, but are ambiguous about such estimates, It

follows from the ambiguity model that they will be willing to purchase ths

type of protection at prices considerably in excess of actuarial value.

Similar reasoning can be applied to protection that is bought against rare but

life threatening events. For example, it would be interesting to d eterm

demand for insurance against various forms or cancer or AIDS, diseaes wich

are highly salient but where there Is considerable ambiguity concerning the

chances of an Individual contracting the disease.

In terms of marketing insurance for events that are Inherently abiguous,

the model also has some specific Implications. For example, since the model

implies that consumers are prepared to pay more per dollar of coverage as

probabilities decrease, this suggests marketing strategies where contracts are

framed so that probabilities are small. This can be achieved in two ways:

(a) reducing the period for which coverage is provided, e.g., from a year to

six months; or (b) writing separate contracts for specific risks as opposed to

providing more comprehensive policies (of. Sohoeaker & KunreUther, 1979). In

following such prescriptions, however, marketers should take orwe that prob-

abilities of losses do not beomae so small that they fall below consumers'
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thresholds ot awareness (of. Slovio et al., 1978).

The manner In which past experience affeots demand for insurance Is

another area for future research. We' have hypothesized that people who have

substantial experience with certain low probability events have little ambi-

guity and hence are less likely to purchase insurance or protection against

such events. Thus *with respect to flight Insurance, this implies that

frequent travellers, such as businessmen, are such less likely to purchase

coverage than those who fly on an occasional basis. Similarly, we would

predict that credit card c ntomers who receive "free" flight insurance when

paying for air travel with their credit cards will value this service more to

the extent that they lack experience of flying. Lack of experience regarding

certain events may also explain the, dread associated with accidents from

technological facilities such as nuclear power plants (SlovL et al., 1983).

ore generally, people may consider events that can only occur once in a

lifetime, such as death or a serious illness, as Inherently more ambiguous for

them personally than events that are repeatable (e.g., a household fire or

theft). Firms, on the other hand, have the advantage of treating individual

ambiguities as precise statistics at the aggregate level.

As discussed earlier, providing nuclear coverage is a concern of the

insurance industry. Officially, all property liability insurance policies

issued in the United States exclude claims for damage to one's dwelling,

automobile, boat, and other property by radiation and contamination from a

nuclear facility. The insurance industry is opposed to providinj this kind of

coverage, claiming that the risk is not insurable because of the ambiguity

associated with potential losses (U.S. Nuclear Regulatory Commission, 1983).

It would be interesting to determine what price the industry would be willing

to charge for a certain amount of coverage and what the demand for this
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Insurance would be. We hypothesize that there would be considerable demand by

consumers oven with premiums substantially higher than actuarial values

because of the great ambiguity associated with the event. However, given the

firms' own ambiguities, It is an open question as to whether the premium they

would be prepared to charge would be considered reasonable by consumers.

Turning now to oontrolled laboratory experiments, we are interested in

extending the results of this study to a market-based situation In the spirit

of Plott (1982) and Smith (1982) where buyers and sellers can Interact with

each other to determine Insurance premiums using real monetary stakes. Thus,

an experimental design similar to the 2 x 2 matrix used in this study can be

used to Investigate the impact of ambiguity on equilibrium prices in a market

setting. Pilot experiments undertaken by Camerer and Kunreuther (1984)

suggest that, for low probability events Involving ambiguity, insurers demand

considerably higher premium than consumers are prepared to pay--a result

consistent with those reported here.

Since warranties and service contracts are forms of insurance, one can

also Investigate these phenomena within the present framework. For example,

the warranty experiments of Palfrey and Romer (1984) could be extended to

cases in which agents are ambiguous about the probability of a failure.

Similarly, experiments could investigate the market for service contracts by

varying the probabilities of requiring service, costs, and ambiguity.

According to the Einhorn-Hogarth model, consumers should express less interest

in purchasing a warranty or service contract when the probabilities of break-

downs or losses are both high and ambiguous, as opposed to non-ambiguous

situations where they are known to be high. Thus, reasoning in analogous

manner to our earlier comments on comprehensive insurance, the model predicts

greater demand under ambiguity for a series of lower probability Of loss con-

I
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tracts. than for an equivalent comprehensive contract where the probability of

requiring at lest one of the services is high.

Finally, we recognize that in naturally occurring situations the effects

of ambiguity cannot be easily separated from other aspects affecting choice

under uncertainty. The magnitude and nature of the loss, the salience or

vividness of the events, feelings of regret (Bell, 1982; in press) and even

the manner in which people become aware of and "frame" their decisions (of.

Tversky & Kahneman, 1981), can all impact significantly on choice. Nonethe-

less, we are impressed by the wide variety of economic phenomena where

ambiguity does seem to play a significant role and believe that this topic

should receive greater attention than it has to date.

-.



30

References

Arrow, K. (1963). Uncertainty and the welfare economics o medical care.

American Economic Review, U, 941-973.

Arrow, K. (1982). Risk perception In psychology and economics. Economic

Inauiry, 20, 1-9.

Alliance of American Insurers, American Insurance Association, National

Association of Independent Insurers, Mutual Atomic Energy Reinsurance

Pool, and American Nuclear Insurers. (December 1979 mimeo). Nuclear

power. safety and Insurance: Issues of the 1980s--The Insurance

industry's viewvpoint.

Atkisson, A., & Petak, W. (1981). Earthquake insurance: A public Policy

analysis. Report prepared for the Federal Insurance Administration,

Federal Emergency Management Agency, Washington, DC 20172.

Decker, S. W., & Brounson, F. 0. (1964). What price ambiguity? Or the role

of ambiguity in decision making. Journal of Political Econow, 12, 62-

73.

Dell, D. E. (1982). Regret in decision making under uncertainty.

Operational Research, 30, 961-981.

Dell, D. E. (in press). Putting a premium on regret. Management Science.

Camerer, C. F., & Kunreuther, H. (1984). Linking individuals and markets

through behavioral decision theory: An experimental approach. (Working

paper 084-0-03.) Philadelphia: University of Pennsylvania, The Wharton

School, Center for Risk and Decision Processes.

Combs, B., & Slavic, P. (1979). Causes of death: Biased newspaper coverage

and biased Judgments. Journalism Quarterly, 16, 837-813.

I%,



31

ELnhorn, H. J., & Hogarth, R. H. (1984). Ambiguity and uncertainty in

probabilistic Inference. Canter tor Decision Research, Graduate School

of Business, University of Chicago.

Eisner, R., & Strotz, R. H. (1961). Flight Insurance and the theory o

choice. Journal of Political Economy, ft, 355-368.

E11sberg, D. (1961). Risk, ambiguity, and the Savage axLom. quarterly

Journal of Economics, Ui, 643-669.

Fuchs, V. (1976). From Bismarck to Woodcock: The Irrational pursuit of

national health Insurance. Journal of Law and Economics, i9, 347-359.

Gardenfors, P., & SahlLn, N.-E. (1982). Unreliable probabilities, risk

taking, and decision mking. Synthese, U, 361-386.

Gardenfors, P., & Sahlin, !.-E. (1983). Decision making with unreliable

probabilities. British Journal of MathematLal and Statistical

Psycholoy, 16, 210-251.

Grether, D. M., & Plott, C. R. (1979). Economic theory of choice and the

preference reversal phenomenon. American Economic Review, f9, 623-638.

Hershey, J. C., Kunreuther, H. C., & Schoemaker, P. J. H. (1982). Sources of

bias in assessment procedures for utility functions. anuemant Science,

28, 936-954.

Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of

decision under risk. Econometrica, UT, 263-291.

Kunreuther, H., & Eleindorfer, P. R. (1983). Insuring against country risks:

4Descriptive and prescriptive aspects. In R. Herring (Ed.), M

International Risk. Cambridge, UK: Cambridge University Press.

* Kunreuther, H. at al. (1978). Disiter Insurance protection: Public policy

lessons. New York: Wiley.



32

Large, A. J. (1984). Space Insurance Industry Is seeking greater say In

satellite technology. Wall Street Journal, June 21.

Nsbett, R. 9., & Ross, L. D. (1980). Human inference: Strategies and

shortcomings of social judgment. Englewood Cliffs, NJ: Prentice-Hall.

Palfrey, T., & Romer, T. (1984). An experimental study of warranty coverage

and dispute resolution in competitive markets. (Working paper #34-83-

84). Pittsburgh, PA: Carnegie-Mellon University, Graduate School of

Industrial Administration.

Pashigian, P., Schkade, L., & Menefee, G. (1966). The selection of an

optimal deductible for a given insurance policy. Journal of Business,

3201), 35-44.

Plott, C. R. (1982). Industrial organization theory and experimental

economics. Journal of Economic Literature, 20, 1485-1527.

Savage, L. J. (1954). The foundations of statistics. New York: Wiley.

Schoemaker, P., & tunreuther, H. (1979). An experimental study of Insurance

decisions. Journal of Risk and Insurance, !L, 603-618.

SlovLc, P., FLschhoff, B., & Lichtenstein, 3. (1978). Accident probabilities

and seat belt usage: A psychological perspective. Accident Analysis and

Prevention, 10, 281-285.

Slovic, P., Fischhofft, B., & Lichtenstein, S. (1983). Characterizing per-

celved risks. In 3. W. Kates & C. Hohenemser (Edo.), Technological

Hazard Management. Cambridge, MA: Oelgeschlager, Gunn and Hain.

Smith, V. L. (1982). Hioroeconomic systems as an experimental science.

American Economic RevLe, 72, 923-955.

Svenson, 0. (1981). Are we all less risky and more skillful than our fellow

drivers are? Acta Psychologica, 11, 143-148.



33

Thaler, R. (1980). Toward a positive theory-'of -conuer choice. Journal or

IgoaMio Behavior and Orianization, 1, 39-60.

Tversky, A., & Iahnemn, D. (1974). Judgment under uncertainty: Heuristics

and bias. Science, 185, 1121-1131.

Tversky, A., & Kaihneman, . (1981). The framing of decisions and the

psychology ot choice. Science, 211, 493-158.

U.S. NIclear Regulatory Comission. (December 1983). The Price Anderson

Act: The third decade. Report to Congress, Washington, DC.

Yates, J. F., & Zukoski, L. 0. (1976). Characterization of ambiguity in

decision mking. Behavioral Science, 21, 19-25.

11



_PP80DX A•

Model for Assessing Probebiliies under ."iguty

The model is discussed in SInhorD and Hoarth (1984) in some detall. It

cam be derived algebraically as follows: First, denote the stated, ambiguous

probability an S(p) where

3(p) a p * k (A.1)

That is, 3(p) is obtained by anchoring on the Initial estimate, pe and

then adjusting for the net effect of imianlnng alternative values of p

greater and smller than the Initial estimate. This net adjustment is

represented by k, which can also be written as

k akg .k (A.2)

where kg denotes the effect of Imagining values of p greater than the

Initial estmate, and ks  the effect of Imagining faller Values. Note

that both k and k most be affected by the value of the initial esti-

mate, p, since there can be no simaulation below p when p a 0, and noe

above when p a 1. Moreover, the axima upward adjustment is (1-p) ad the

mauma downward adjustment Is p. Let 0 (0 s 0 s 1) represent perceived

ambiguity such that mximua adjustments would occur under oomplete eiguity

Ce 1) , and zero adjustments under no tguity (4 a 0). ?his suggests

that the effects of simalating values greater and smller than the anchor, p.

can be represented as proportions or the Uasl.n adjustents where e is the

constant of proportionality, I.e.,

kl  W -(1p) (I.U)

M k S Op (A.3b)

However, note that equation (A.3) does not allow for the poesibility that
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differential attention might be given to Imagining values of p, that are

larger as opposed to mller than the Initial estimate. This is modeled by

redefining ks by So dwre i t 0 represents the person's attitude toward

abiguity in the ciroumtanoes. (ginborn & Hogarth, 1984, also oonsider

alternative fors of differential weighting.) To aid understanding, note that

if A a 1, equal attention Is given in imagination to values of p greater

and mailer than the Initial estimate; for I < 1, ore weight in given to

mailer values; and if a > 1, ore weight is given to larger values.

Given the above, equation (A.2) can be re-written as

k G e(1-p) - ep (A.41)
a *(1-p-p

such that equation (A.1) becomes

S(p) p e(1..p-ps) (A.S)

which is equation (4) in the text.

An Important Implication of equation (A.9) is that it can Imply non-

addLtivity of the probability Judgments of cosplementary events.

Speoiftcally, consider the au of S(p) and S(1-p). This is,

3(p) * S(1-p) a p. e(+-p-p) + (1-) + e[1-(1-p) - (1-p)8j (&.6)

Equation (A.6) specifies conditions for addLtivity and non-eddtivity: (i)

additivity of the probabili tes of complementary events obtains if 0 a 0, or

a z 1, or p a O, or p s 1; otherwise there is non-additiviLty, speolf-

ically: (11) sub-additivity it a ( 1; and (11) super-additvity if

* ) 1. E1nborn and 11ogarth (19814) have demonstrated non-additivity experi-

mentally in accordance with equations (A.5) and (A.6) In tasks involving both

Judpents of likelihood and choices between gambles.
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Footnotes

This research was supported by WS Gr ant 0SIS 6312123 and a contract from

the Office of Naval Research. We wish to thank Ccli. Camerer for both data

collection and helpful -cmts on the design of the experiments. HLILel

nborn, Jay Russo,, Paul Schoemaker, and Nancy Pennington are also thanked for

their help in data collection. Anm MCLl, Moon-Gic Kim, and Tae Yoo.

provided valuable assistance In data analysis.

1 t one extreme of market structure, if a firm is in a purely ompetitive

environment then r x 31(p) since 1(n) a 0, for each firm.. At the other

extreme,, a monpolistic firm will not a premii= based on the oonamer's demand

for insurance as a function of r.
2The only year during the sixty-year period whenm losses exceeded preod=

payments was 1933 when paid claim mounted to $1.1 million and pnoems were

$.95 million.

31n a Wall Street Journal article (June 21,, 1984) on the space Insurance

Industry,, the effects of ambiguity an premium charged by firm are clearly

recognized. For example, consider the following quote from Jame Barrett,

president of the Whashigton-based International Technology Underwriters:

*if you're asking me to rist the capital of my company,, then I've got to

be comfortable that you're going to succeed. If we're not omfrtable, we' re

not going to insure it, or we'll charge you like hell for Lt" (Large, 1984).
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